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Abstract: Centrality is an important measurement of network structure. The node centrality ranking algorithm is
to calculate the significant degree of nodes in social networks. An improved algorithm of ranking node centrality
is present in this issue. Numerical simulation showed the feasibility and validity of the node centrality ranking
algorithm, the convergence of the algorithm is proved by Perron-Frobenius Theorem. Comparing with the previous
centrality algorithms, it exhibited more efficiency in computing complexity. Meanwhile, an edge centrality ranking
algorithm and its efficiency is discussed too.
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1 Introduction

social networks have permeated into everywhere
of our society,such as online social networks, research
networks, and traffic networks, etc. With the develop-
ment of information science, big data is used in bi-
ological, social, and technological systems etc. The
structured data often represent by complex network-
s, the node is the research object and the edge is the
interaction or relationship between objects. Not on-
ly from a scientific perspective but also for commer-
cial or strategic motivations, the identification of the
centrality actors inside a network is very importan-
t. For example, when the critical node is attacked,
the network will be paralyzed. The centrality of n-
odes, or the identification of which nodes are more
central than others, has been a key issue in network
analysis, which has many implications in information
flows, bargaining power, infection transmission, influ-
ence and other sorts of important behaviors on a net-
work.

Measures of the node importance ranking can be
categorized into four main groups depending on the
network structure which they are based. Many authors
suggested the local social network topology to com-
pute centrality values. Degree measured the involve-
ment of the node in the network, and its simplicity
is advantage: only the local structure around a node
must be known for it to be calculated [1,2];The sec-
ond groups are eigenvectors, neighbors characteristic-
s and closeness [3-5], although these measures take
the global network structure into consideration ,and
can be applied to networks with disconnected com-

ponents, it is not without limitations; Some authors
introduced a novel node centrality measure known as
K-kernel centrality [6,7];In the spirit of information
propagation models, some authors suggested to per-
form random walks on the social network to compute
centrality values [8].

Some centrality metrics are based on PageRank
algorithm and HITS algorithm [9]. The PageRank of
a node can be interpreted as the weight of the node re-
specting to the stationary distribution of an associated
homogeneous Markov chain or in other words, the av-
erage portion of time spent at the node by an infinite
random walk. Node centrality is attracting an increas-
ing attention by the scientific community, in particular
during the latest years, such as predicting node degree
centrality with the preferential attachment and triadic
closure [18],application of degree centrality[19] and
centrality-Newman for collaborative relationship dis-
tribution[20].

An attention also requires defining an importance
measure (also referred to as centrality) to weight
edges. At present, the edge ranking algorithm based
on information flow is not rare. Fortunato et al. ex-
tended it to an edge and quantified the importance of
an edge of a graph G [10]. The information central-
ity of the edge is defined as the relative drop in the
network efficiency caused by the removal of the edge
from G. Newman defined the betweenness of an edge
as the number of shortest paths between pairs of ver-
tices that run along it [11]. Meoa et al. proposed the
concept of K-path edge centrality [12]. The index is
based on the importance of the information dissemi-
nation ability to calculate the edge of the network.

WSEAS TRANSACTIONS on INFORMATION SCIENCE and APPLICATIONS Kai Zhang, Yinghong Ma

E-ISSN: 2224-3402 93 Volume 13, 2016



PageRank algorithm was initiated ordering web-
search results. Calculating PageRank is usually done
using the power method which can be implement-
ed very efficiently, even for very large systems [13].
PageRank is a method in which we can rank nodes
in different link structures such as social networks in
order of ”importance” given the link structure of the
complete system [14]. Opsahl et al. pointed out that
PageRank algorithm took into consideration the glob-
al topological properties of the network. However,
lack of some other practical factors [15].

We improve the PageRank algorithm, and present
CentraRank algorithm including betweenness and
closeness. The convergence of the CentraRank is
proved to be true. The results of the performed exper-
imentation keep the effective and feasibility of Cen-
traRank algorithm. And the initial value can signif-
icantly increase the likelihood of convergence of the
algorithm. An edge ranking algorithm (EdgeRank)
based on node CentraRank is proposed. The arrange-
ment is as follows: Some previous measurements on
centrality are introduced in section 2; Section 3, we
optimize the node centrality, and propose the proper-
ties of the algorithm in detail; In section 4, the effec-
tiveness feasibility are proved by empirical data and
simulation data; In section 5, EdgeRank algorithm de-
rived by node centrality ranking is present; Finally, the
conclusion and discussion is given.

2 Previous centrality measurements
Considering a network represented by a graph G=

(V, E), where the V and E are sets of all the nodes
and edges, respectively. Measures of centrality can be
categorized into four main groups depending on the
types of statistics on which they are based [16]. De-
gree - how connected a node is, closeness - how easily
a node can reach other nodes, betweenness - how im-
portant a node is in terms of connecting other nodes,
neighbors characteristics - how important, central, or
influential a nodes neighbors are.

Perhaps the simplest measure of the position of
a given node in a network is simply to keep track of
its degree. The degree centrality of a node is simply
di (g) /(n − 1) so that it ranges from 0 to 1 and tells
us how well a node is connected, in terms of direct
connections. Of course, degree centrality is clearly
missing many of the interesting aspects of a network.
In particular, it completely misses any aspect of how
well located a node is in a network.

This second class of measures keeps track of how
close a given node is to each other node. One obvious
closeness-based measure is just the inverse of the av-
erage distance between given node and any other node

[16].

mi =
(n− 1)∑
k ̸=j P (k, j)

(1)

Despite the closeness can measure how easily a node
can reach other nodes, but the algorithm takes into ac-
count only the local node proximity.

Betweenness centrality is based on how well sit-
uated a node is in terms of the paths that it lies on.
Averaging across all pairs of nodes, the betweenness
centrality of a node is as follows [16]:

Cei =
∑

k≠j:i̸∈(k,j)

Pi(kj)
P (kj)

(n−1)(n−2)
2

(2)

Betweenness of the node can reflect its position in the
internet communication and it has a more significant
effect for partial measure of the position of the nodes.

Extrapolating, it is easy to see that the distribu-
tion of degrees of a node found by choosing a link
uniformly at random from a network that has degree
distribution P and then picking either one of the end
nodes with equal probability is as follows: P̃ (d) =
P (d)d
⟨d⟩ , where ⟨d⟩ =

∑
d P (d)d , which provides a

good approximation of the degree of a neighbor.
PageRank is one of the traditional algorithm, it-

s main mathematical model is as follows: PR (A) =

(1− d)+d

(
n∑

i=1

PR(Ti)
C(Ti)

)
,Where PR (A) łthe PageR-

ank - value of pages;PR (Ti) - the PageRank value of
pages which links to Ti;C (Ti) - the out-degree of Ti;d
- damping factor,0 < d < 1.It is typically set to 0.85.
PageRank is important to incorporate both degree and
neighbors when studying the centrality of a node.

3 Optimizing node centrality rank-
ing

The approach based on the structure of the net-
work provides two principal advances in our under-
standing of centrality: verifying the correctness and
effectiveness of the algorithm.

3.1 The optimization of algorithm
Optimization problems carry two major opera-

tions of proposed algorithm in detail, including model
optimization and selection of initial values.

3.1.1 The optimization of algorithm model

In this paper, the computer generated networks
are selected for current cases to check the PageRank
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algorithm. Fig.1 and table 1 provides an example to
illustrate how the PageRank works.

Figure 1: A network with 7 nodes (Figure is taken
from [16]

Centrality Nodes 1,2,6,7 Nodes 3 and 5 Node 4
Degree 0.33 0.5 0.33
Closeness 0.4 0.55 0.6
B-T 0 0.53 0.6
PR 0.33 0.5 0.33

Table 1: Centrality Comparisons for Fig.1 (Table is
taken from [16])

In table1, B-T represents Betweenness,which is
similar to the following table. First degree algorithm
does not permit causal identification at the centrality
level. In Fig.1 the degree of nodes 3 and 5 are third,
and the degree of node 4 is only second. Arguably,
node 4 is at least as central as nodes 3 and 5, and far
more central than the other nodes that each has two
links(nodes 1, 2, 6, and 7). There are several senses
in which we see a powerful or central role of node 4.
If one deletes node 4, the component structure of the
network changes. This might be very important if we
are thinking about something like information trans-
mission, where node 4 is critical in path-connecting
nodes 1 and 7. So there will be deviation when we
measure the centrality with degree.

Second PageRank algorithm takes into accoun-
t the degree and the degree of a neighbor, so the result
is same with the degree centrality.

Finally, closeness and betweenness can measure
how easily and how important a node can reach oth-
er. Table 1 show that PageRank algorithm is lack of
these indicators, and we also can see that PageRank
algorithm, closeness and betweenness are irrelevan-
t, so that combining linearly these two indicators and
PageRank algorithm can achieve complementary ef-
fects.

Next, we investigate why we make improvemen-
t for the PageRank algorithm. Essentially speaking,
four centrality indicators can characterize each indi-

vidual node by far clearly and discriminative among
these measures in that different ranks have different s-
cores. They only reflect local or global feature are the
most important feature of the improvement. Compar-
ing with the local indices, the global ones ask for the
whole topological information. So we note that the
combination of global and local measures to design a
structure-based measure became necessary.

Therefore, this paper proposes a new algorithm
model, it not only retains the advantages of the PageR-
ank algorithm, also joins closeness and betweenness
linearly. We can combine the advantages of differ-
ent indicators by a simple linear addition. The new
algorithm named CentraRank (also referred to as CR
algorithm). Algorithm model is as follows:

CRi = µ
n∑

j=1

WjiCRj + (1− µ)Ci (3)

From equation (3), each parameter is as follows:
1⃝CRi represents centrality value of nodes, it is

the final indicator to measure the centrality.
2⃝Wji is the adjacency matrix. The network

adjacency matrix contains only 0 and 1. wji ={
1, (vj , vi)is the edge of G;
0, otherwise.

3⃝µ is a tuning parameter that can set according
to the research setting and data. If this parameter is
between 0 and 0.5, then the closeness and between-
ness are taken as favorable, whereas if it is set above
0.5, the former is favorable.

4⃝Ci is the mean of the closeness and between-
ness values.

Ci = (mi + Cei)/2 (4)

mi is the closeness value , which can be calculated
from the formula (1); Cei is the betweenness value,
which can be calculated from the equation (2).

3.1.2 the selection of initial value
Another important aspect to be elucidated is that,

in general, the algorithm may depend not only on the
model but also on the selection of initial value. Al-
though the initial value does not affect the final re-
sult, but it can reduce the number of runs to some ex-
tent, and enhance the performance of the algorithm.
Table 2 illustrates that our method is highly correlat-
ed with the In-degree algorithm, compared with the
other methods such as the betweenness centrality, the
closeness centrality and the degree method. Using the
experiments on the Fig.2, we have found that the In-
degree centrality significantly outperforms the other
measures with initial value.
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Correlation B-T I-D O-D D C
PR 0.140 0.622 0.146 0.564 0.120

Table 2: The pearson correlation of measures

In table2,B-T represents Betweenness,O-D repre-
sents Out-Degree,I-D represents In-Degree,D repre-
sents Degree and C represents closeness, which are
similar to the following table.

The complexity of data is a very important fac-
tor of the algorithm. PageRank algorithm takes the
random number between 0 and 1 to improve the com-
putational complexity and reduce the number of run-
ning. So the paper adopts the standardized degree as
the initial value of CR algorithm and then proves the
advantages of this algorithm.

3.2 The design of algorithm
Our algorithm is designed as follows:
1⃝Import the adjacency matrix P1 and then trans-

fer the matrix P1 to standardized matrix P;
2⃝Calculate the mi and Cei of each node accord-

ing to the equation (1) and (2)and then Calculate the
Ci of each node according to the equation (4) ;

3⃝Select the a standardized degree the initial val-
ue CR′ and determine the value of µ;

4⃝Calculate the CRi of each node according to
the equation (3);

5⃝Determine the convergence of the result.
Ifmax (abs (CR′ − CR)) > 0.0001, outputCR; oth-
erwise repeat 4⃝.

3.3 the convergence of the algorithm
Algorithm depends on the equation (3), so we just

need to prove that the convergence of equation (3).
The convergence of equation (3) is equivalent to the

convergence of CRi = µ
n∑

j=1
WjiCRj .

Proof: For each node, there is CRi =

µ
n∑

j=1
WjiCRj . Therefore, for all nodes on the net-

work, we can know the formula CR = µ·W ·CR.For
a given matrix W, CR is the corresponding eigenvec-
tors. The convergence of equation (3) is equivalen-
t to the uniqueness of eigenvectors.According to the
Perron-Frobenius Theorem [16], if W is a nonnega-
tive (column) stochastic matrix, so that the entries of
each of its columns sum to 1, then there will exist a
nonnegative right-hand eigenvector as solution with 1
being the corresponding eigen-value.The same is true
of row stochastic matrices and left-hand eigenvectors.

If µ = 1,there exist an unique nonnegative eigen-
vector CR, convergent of equation (3) hold on.

If u ̸= 1 ,set s = CR/µ , the original equation is
converted to s = Ws, so the algorithm is convergent.

The convergence of equation (3) is proved by the
above process.

4 Analysis to node centrality algo-
rithm

4.1 Datasets and settings
We employ two datasets of real networks. The

first one is the Sina microblogging network. We col-
lected data in December 2014. Sina microblogging
is constructed by the following relationship and visu-
alized by Pajek [21](see Fig.2).The nodes in the net-
work represent the users, if node 1 follows node 2,
so the connection is formed with .There are 253 n-
odes and 510 edges in the network. We can conclude
from the Fig.2 that the interaction between the nodes
is relatively small, and this is consistent with the fea-
ture of Sina. The degree of most nodes is relatively
small. It is in line with the actual network. So it is
suitable for the algorithm analysis. Second one is the
Les Misrables relationship network(see Fig.3). D. E.
Knuth finished the relationship between the character-
s of the network according to the novel Les Mis [17].
The nodes represent the characters in the story and the
edges represent two roles in the same scene or act in.
The network is also a directed network which has 77
nodes and 508 links.
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Figure 2: Visualization of Sina microblogging

4.2 The value of µ
It is a difficulty to determine the tuning parameter

µ both for PR or CR algorithm. In order to illustrate
the effect presented earlier for relationship with dif-
ferent µ, consider the error formed by fitting method,
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Figure 3: Visualization of Les Misrables

illustrated in fig.4 and fig.5. We observe the errors
from sina microblogging and Les Misrables.
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Figure 4: Error of Sina microblogging

The error in this paper is (xi − xi−1)
2 , where

xi−1 and xi represent respectively two adjacent rank-
ing results of CR algorithm. Since the results of CR
algorithm are not unique, this section takes the to-
tal error by many times of running. We set µ =
{0.1, 0.2...0.9} and simulate in matlab 100 times.Fig.
3 tells us the value of error can determine the best
µ.when µ=0.8 and µ=0.9,error is gradually reduced.
In addition, most µ maintain relatively stable value
across the diverse cases. So setting µ=0.85 as the tun-
ing parameter is very close to PR algorithm.

4.3 Comparisons of centrality algorithms
The objective for this developed algorithm aim-

s at verifying the validity of algorithm using the top
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Figure 5: Error of Les Misrables

8 nodes from Fig.2 and three other centrality algo-
rithms (see Table 3). In table 3, A-D represents All-

Number A-D I-D B-T PR CR
237 2 1 6 1 1
240 4 3 2 2 2
163 5 4 4 4 3
166 3 2 43 3 4
186 8 10 1 12 5
134 9 93 3 8 6
51 7 5 8 6 7
248 6 7 7 7 8

Table 3: the ranking result of five centrality measures

Degree,I-D represents In-Degree,B-T represents Be-
tweenness,which is similar to the following table.

By combining the PR algorithm with the be-
tweenness algorithm, CR algorithm has better com-
plexity than the PR algorithm. And results in CR and
PR algorithm of number 163 and number 166 are op-
posite: number 163 is ranked No. 3 in the CR algo-
rithm, but ranked No. 4 in the PR algorithm, while the
ranking result of number 166 is opposite. Between-
ness is very likely to stay in CR algorithm, which re-
sults in the change of number 163. The same situation
is also appeared in the number 51 and 248. We can
see the accuracy of results from the above conclusion.

4.4 The accuracy of algorithm
A well established method to measure the preci-

sion is the error method. So we compare the precision
of five different centrality algorithms. The formula of
error in this section is (xi − xi−1)

2, where xi−1 and
xi represent respectively two adjacent ranking result-
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s of CR algorithm. In Fig.6, the abscissa represents
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Figure 6: Error of five different centrality algorithms

the number of nodes. The ordinate represents value of
the errors, the smaller of the errors, the better of the
results. It is easy to find the CR curve is the smallest
in the five algorithms, and PR algorithm is the second
smallest, In-degree is the third.

We get the following conclusions By Fig.6:
(1) Accuracy of the algorithm is higher than the

other four centrality ranking algorithm (error is small-
er than other algorithm), and the advantage of the al-
gorithm is quite obvious when the errors become sta-
bility. The maximum of average error is 0.0618 in
CR algorithm, which is far less than the PR algorith-
m. (2)When it arrives at the top 10 nodes, the er-
ror changes slightly and when it arrives at the top 70
nodes, the error becomes stability. This is because
the relationship in Sina microblogging is weak, so
the two-way information exchange is relatively smal-
l, which means that there is small number of active
users. In actual social networks, the number of user-
s at the important position is very small, and most of
the nodes are in a state of non-interaction. The exper-
imental results agree with current situation.

4.5 Complexity of the algorithm
Seven datasets of networks are employed by this

section. The top 6 is the randomly generated networks
and the seventh is the network from Fig.2. The simu-
lation is run by MATLAB7.0.

In Fig.7, the length of the matrix is denoted
by n,n = {4, 8, 16, 32, 64, 128, 254} represents the
length of each adjacency matrix of the seven data used
in this section. In Fig.7, it is easy to observe the fol-
lowing conclusions :

(1) The size of matrix does not matter with the
number of runs. With the increase of size, the num-
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Figure 7: The number of runs in different sizes of ma-
trix of PR and CR algorithms

ber of runs reduces firstly, and then increases, which
indicates that two parameters are not correlated.

(2) With same size of networks, CR algorithm
runs much faster than PR algorithm. For example, the
random network with n = 32, the average number of
runs is 10 while CR algorithm is 6. The results show
the feasibility of CR algorithm. And we also find the
number of runs of the algorithm does not increase with
the size of networks.

4.6 The running time of algorithm
An important property of algorithms is running

time against other centrality algorithms.Consequently,
it is now vitally important to evaluate the running time
of such networks in terms of the services supported
by the network in question.We compared the CR al-
gorithm and the PR algorithm with the same network
datasets (data is taken from 4.5). It is as shown in the
following Fig.8.

In Fig.8,the size of the network is denoted by n
and the size of the networks matrix is also denoted by
n.By Fig.8, when n=4,8,16,32,64,128,254, some con-
clusions are obtained:The running time of algorithms
are positive proportion to n. The two algorithms run-
ning times are coincidence completely.One reason is
algorithm time CRi in equation (3) is equal to the time
of PRi if Ci is given before, if is given before, another
reason is the size of the networks are relatively smal-
l.So the algorithms times are same.

(2) When graphs with millions of nodes, the al-
gorithm time of Ci should be consider into CRi ,be-
cause the algorithm time of Ci is O(Ci) ≈ n3 , while
O(PRi) < n3 . Therefore, the size of datasets is large
enough, O(CRi) is much larger than O(PRi).
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5 EdgeRank algorithm derived by n-
ode centrality ranking

From the perspective of the network structure, an
edge centrality algorithm based on node centrality is
proposed. The new edge centrality algorithm converts
edges to nodes, called EdgeRank algorithm.

5.1 The EdgeRank algorithm
EdgeRank algorithm is generated as following:
1⃝The edges in the network are converted to n-

odes, then we use the CR algorithm to solve the prob-
lem of edge ranking, the converted method is as fol-
lows: Fig.9(a) represents the conversion of directed

Figure 9: The conversion model of directed and undi-
rected network.

network. The edges 1,2 and 3 in the first part of
Fig.9(a) is converted to the nodes 1,2 and 3 in the

last part,before and after the conversion are directed
network. Fig.9(b) represents the conversion of undi-
rected network. The edges 1,2 and 3 in the first part
of Fig.9(b) transformed to the nodes 1,2 and 3 in the
last part, the conversion hold the edges undirected in
networks.

To demonstrate the equivalence of the network
before and after conversion, we use the degree and
betweenness of the networks to illustrate the equiva-
lence. The degree of edge 1 in Fig.7 is 2, and the edge
2 and edge 3 is parallel in Fig.9(a). We can reach the
edge 2 and edge 3 through the edge 1, the same with
the conversion. The edges in the undirected network
are fully connected and they are completely network
after conversion.

It can be seen from the above that this transforma-
tion not only ensure the equivalence, but also ensure
that the positions of all edges in the network remain-
s unchanged. And the model can be simplified after
transformation, which can calculate various properties
of edges.

2⃝Use the Centrarank algorithm to get the results
of edge centrality ranking.

5.2 Efficiency of the EdgeRank algorithm
5.2.1 The edge centrality of undirected network.

Michaels strike network was an excellent exam-
ple to test edge centrality [17], the social network of
a forest product manufacturing factory contained 24
nodes and 38 edges as described by Judd H.Michael
in 1997. The two union negotiators (Sam and Wen-
dle) were responsible for explaining the changes, but
they failed to do so, and a strike broke out. Bob and
Norm C who were at the overlap of the three commu-
nities of the factory sociogram, convince them about
changes. By following this strategy, the management
solved the problem soon, and the strike ended. The
simulation of NetworGame of the choice of Bob and
Norm showed that they could convince everybody to
stop the strike in 100 % of the simulations. Simula-
tion of the choice of Sam and Wendle led to the poor
result of convincing the others to stop the strike in 8 %
of the simulations with the same settings, which cor-
responds well with outcome of the real-world events.

The abscissa in Fig.10 represents the number of
edges after the conversion; the ordinate represents the
results of ER algorithm.We can see in Fig.10, the
ranking result of edge 17 is 1, which corresponds ex-
actly to the edge Bob-Norm. And the ranking result of
edge 37 is 37, which corresponds exactly to the edge
Sam-Wendle. The results are not only consistent with
NetworGame, but also fully in line with the actual sit-
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Figure 10: The edge centrality of undirected network.

uation, which can be able to explain the correctness of
the algorithm.

5.2.2 Accuracy analysis of the directed network

The analysis is based on Les Misrables data in
this section, 77 nodes and 508 edges in it. The top
6 results are summarized in Table 6 before and after
transforming.

Ranking Edge Node User name
1 36 12-49 Valjean-Gavroche
2 39 12-56 Valjean- Marius
3 23 12-28 Valjean- Javert
4 19 12-24 Valjean- Fantine
5 21 12-26 Valjean- Thenardier
6 40 12-59 Valjean- Enjolras

Table 4: The top 6 results of the Les Misrables

In Table 4, it is notable that the 12-49 (the top
ranked) and the 12-56 (the second ranked) in the ER
algorithm are also key persons of CR algorithm: Val-
jean is the top 1, Gavroche is the top 3 and Marius is
top 4 in the CR algorithm. They are the main charac-
ters in the movie. Again, we observe the same tenden-
cies for the top 6.

In order to better illustrate the pros and cons
performance of the algorithm and explain the actual
meaning of the edge centrality, we adopt the robust to
test the edge centrality. We define a new indicator to
compare the importance of edge and nodes. Denote
total number of nodes by |V |, and the number of n-
odes in largest connected component by |C| , then

Damage rate = 1− |C|
|V |

(5)

Equation (5) shows that the damage rate of the
network is proportional to the centrality of edge and
node. The higher of damage rate indicates that the
edge or node in the network is more important.
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Figure 11: The damage rate of edges in directed net-
work under attack

The abscissa in Fig.11 represents the ratio of re-
moved edges; the ordinate represents the damage rate;
ER algorithm represents to attack the ranking number
of edges in ER algorithm, while the random represent
random attack. The simulation is under Windows XP
system environment and MATLAB7.0 software.

In Fig.11, in order to reduce the probability of
randomness, we select three datasets from the top 10.
The damage rate of ER algorithm is far greater than
the random data. The random remains the second best,
but it gets closer to ER as the abscissa becomes big-
ger. Because the network contains 254 edges, so the
damage rate of the network achieves convergence in
0.8. The notable difference is that the flat region in-
creases for ER and random as for the case of x = 0.4
.We can conclude that ER algorithm can characterize
each individual edge by far clearly, which indicates
the accuracy of the ER algorithm.

5.3 Comparison between edges and nodes
We select the Les Misrables and the top 8 nodes

in the Fig.2 as the data in this section, which contains
8 nodes and 13 edges. The ranking results before and
after transformations are as follows:

The abscissa in Fig.12 represents the number of
edges after conversion; the ordinate represents the re-
sults of ER algorithm. As can be seen from Fig.12,
the ranking result of edge 7 is 1 and the ranking result
of edge 6 is 13. Next, we investigate the relationship
among the edges and nodes under attack.
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Figure 12: The edge centrality of the top 8 nodes in
the fig.2 after transformation
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Figure 13: The damage rate of nodes and edges in the
top 8 nodes after transformation

The abscissa in Fig.13 and Fig.14 represents the
ratio of edges and nodes; the ordinate represents the
damage rate; the simulation is under Windows XP
system environment and MATLAB7.0 software.

As it can be seen from Fig.13 and Fig.14,with the
increase of ratio of edges and nodes, the damage rate
is decrease, which can indicate the accuracy of ER
algorithm. We observe the different tendencies for the
two networks. The attacking of edges can increase the
damage rate of the network in Fig.13, while in Fig.14
is on the contrary. This is intuitively understandable.
When the Les Misrables is considered, there are many
important nodes, in which case the nodes play a key
role; when the top 8 nodes in the Fig.2 is considered,
there are many randomly linked nodes, in which case
the edges play a key role. So we judge the importance
of edges and nodes through the concrete cases.
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Figure 14: The damage rate of nodes and edges in Les
Misrables after transformation

6 Conclusion and discussion
CentraRank algorithm is to identify and charac-

terize the influential nodes in a social network based
on the structure of the network, it measures the cen-
trality of nodes. Empirical and numerical simulations
prove the feasibility of the algorithm. CentraRank al-
gorithm is superior to previous algorithm comparing
the errors and complexities; based on node centrali-
ty, an edge centrality algorithm is proposed, and the
correctness of the ER algorithm is discussed.

In CR algorithm, the structure of the node or the
edge is considered, it is the improving the previous
ranking algorithm. However, there are still a few de-
fections in our CR algorithm. For example, it omits
the social meanings of the nodes, and the conversion
arouses the increasing of adjacency matrix. Those
problems are deserved to further research.
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In Fig.15,the size of the network is denoted by n
and the size of the networks matrix is also denoted
by n.By Fig.15, when n=4,8,16,32,64,128,254, some
conclusions are obtained:The running time of algo-
rithms are positive proportion to n. The two algo-
rithms running times are coincidence completely.One
reason is algorithm time CRi in equation (3) is equal
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